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1 Introduction

Dynamic semantics has its roots in the research of anaphoric reference. It is well known
that in general anaphoric relations are highly context sensitive and defeasible. However,
most standard frameworks of dynamic semantics, such as Discourse Representation
Theory (DRT) and Dynamic Predicate Logic, do not deal with problems of interpreta-
tion revision® (cf. [6]). Furthermore, these frameworks are strictly incremental in the
sense that any old information is more entrenched than any new information.

Recently, several proposals have been made to overcome these shortcomings of
Dynamic Semantics. Asher tried in [1] to combine DRT with belief revision. How-
ever, Asher kept main features of DRT unchanged and only allowed limited revision of
DRSs. At first, Asher reformulated DRSs as partial models and defined monotonic core
logic of DRSs. Then, he completed this partial monotonic logic with a non-monotonic
logic, where applications of the non-monotonic logic were strongly restricted. He called
this methodocal revisionand contrasted it tglobal revisionin AGM model that is a
standard framework for formal treatment of belief revision (cf. [3]).

In this paper, | propose a flexible framework of dynamic semantics. | will show how
to construct interpretations that can be revised. A Theory of Interpretation Structures
(TIS) as proposed in this paper can be located not only in the tradition of dynamic
semantics but also in the tradition of belief revision whose classical position is stated
in [3]. TIS is a theory of global revision; one of its essential features lies in keeping
revised information in the interpretation structut8); This makes cancellation of re-
vision easily performable. In TIS, revision is realized by restructut®gThis paper
demonstrates TIS as a powerful framework for dynamic interpretations.

2 Natural Representation Language

NRL (Natural Representation Language) is a framework of dynamic semantics; it was
proposed in [8]. In this section, NRL is briefly described by giving its axioms. NRL is a
framework of extensional mereology (cf. Definition 1) combined with individuation by
sortal predicates and with use of Skolem symbols (cf. Definition 2 and 3). Formulas of
NRL are calleDiscourse formulasr D-formulas NRL uses{‘ and ‘}' as parentheses

and comma ;" as the conjunction.

1 Theory of segmented DRSs (Discourse Representation Structures) proposed by Asher deals
with structures of DRSs, but he uses the framework for describing discourse structures and not
for analyzing interpretation revisions (cf. [2])



Definition 1. Extensional Mereolog{EM) consists of the following axioms, axiom
schemas and definitions. Ligt = y} be an abbreviation dfy — x}, {x — ¥}}.

MAL. Axioms for lattice theory.

MAZ2. Additional axioms for Boolean algebra.

MD1.xcy={xny=x}.

MD2. xcy={xcCy,x#Vy}.

MD3. xcpy={xcy,x#0)}.

MA3. Ju y(u) — IxY(X), Yufy(u) = u cp X3}

MD4. {x = maxu)[y(u)]} = {¥(X). Yuy(u) - u cp X} V {Yu-(u), x = 0}}

MAA4. For all Skolem function symbaly : dx(X U y) = di(X) U dk(y).

Cp in Definition 1 ispart-of relation, which is the essential notion of mereology.

Definition 2. Extensional Mereology with Sortal Individuati@MSI) is an axiom
system with EM and the following axioms and definitions. Predi€atieat satisfies
this axiom system is called "sortal predicate”.

SAL.-F(0).

SD1.xcg y={F(X), F(y),xcCy).

SD2.atom:(X) = {F(X), Yu{u cg X — u = x}}.

SD3.xery = {atom:(X), X Cg y}.

SA2.F(X) — {Yu{uep X = Ugpy} — X =y}

SA3.F(X) — Au{usgx}.

SA4. {Vuv¥Vv{{uee X, Vep X} — U = v}, YU{ugp X = U = X}} - YU{u Cg X = U = X}.
SD4.x Gy = {F(X), F(y), X & y}.

SD5.{x = sunt (W[ (W]} = Yu{uepx = {(u), atom:(u)}}.

SD6.{x = max:(U)[y(W]}} = {IYF(Y), w(y), Yul{F(U), ¥ (W)} — u Cr y}} —
VUt{F(u), y(u)} = u ce x}}, ﬂy F(y), v(y), YU{F(u), y(u)} — uce yH} — x = 0}}.
SD7.collectivelx, y(u)) = {y(X), YU{u ¢ X, u # 0} - —(u)}}.

SD8.collective: (x, y(u)) = {¥(X), Yu{u Gr X — —y(U)}}.

SD9.distributive(x, y(u)) = Yufu cp X — y(u)}.

SD10.distributive: (X, (u)) = Yu{u cg X — ¥(u)}.

SD11. WherG is a unary predicate symbalpn:[G](X) = Yu{uegx — =G(u)}.
SD12. A function symbod of type(thing, thing) that satisfies the following condition
is called "adjective™:

YX{{F(X), F(a(X)} = {a(X) cr x}} V {(Ix{a(X) Cp X}, VX{a(X) C x}}

F in Definition 2 is intended as a sortal predicate that can be used for individuation
of structured objects. For example, "lhuman” and "animal” are sortal predicatesr-
responds to IS-A relation with respectfkoander expresses INSTANCE-OF relation
with respect td-.

Definition 3. NRL is a theory of two-sorted logic with the following axioms and
axiom schemas.

LAQ. Axiom system EMSI.

LA1. Standard axioms for .

LD1. {cd=(x) = 1} = atomg(X).

LA2. {xNny=0,cde(y) =1} - {cde(X) = n=cde(XUY) = n+1}.



cd- means theardinality of x with respect td~, i.e. the number oF-objects inx.
In Definition 3, this notion is recursively defined.
The semantics of NRL is defined as follows:

Definition 4. Let M = ((U, N), V). Let N be the set of natural numbers akde a
D-formula.

1. M* is aSkolem expansioof M with respect tK iff
[M* = (U,N),V)]&[ V C V*]1&
[For all Skolem constant symboti, V*(dy) € U]&
[For all n-ary Skolem function symbotk, V*(dy) is a function fromU"
into U].
2. Kistruewith respect taM, B iff
AM*([M* is a Skolem expansion &fl with respect tK]&
[K is true with respect td1*, B])
3. Kistruewith respect taM iff
K is true with respect té/, B for all assignmentg .

NRL is a framework of dynamic semantics that can be easily applied to represent
the meaning of sentences with mass terms and sentences with plural terms. By using
NRL, plural anaphora can be represented as simple as singular anaphora. This is a major
advantage of NRL compared to DRT in [5].

3 Theory of Interpretation Structures

In this paper, théheory of Interpretation Structurdd|1S) is constructed in a similar
way as the construction of tliéheory of Belief Structurgd BS) that is a framework for
belief revision (cf. [10]).

Definition 5.

1. LetL be a language of NRL. Then, amerpretation StructurglS = (S, >, ~)) is
defined as follows:
(a) Sis a set of D-formulas i
(b) > is a partial ordering o%°.
(c) ~is an equivalence relation 3.
2. Given an interpretation structur8. Then, thentended content ofS, denoted as
IC(1S), satisfies the following conditions:
(a) YX1,X2 e S(X1> X2 = (X2 € IC(IS) = X1 e IC(IS)).
(b) ¥X1, X2 e (X1~ X2 = (X2€ IC(IS) & X1 e IC(IS)).

IS andIC(IS) can be seen as a partial description of interpreter’s belief #ate.
K> means roughly th&; is more firmly believed thaK,. K; ~ K, means thaK; is as
firmly believed a¥y.

For change of S and for interpretation ofC(1S), we accept principles 1 - 3.

Interpretation Principles



1. For alteration ofS, there are the following three methods:
(a) change of ordering,
(b) addition of a new piece of information,
(c) deletion of an old piece of information.
2. Principles for interpreters
(a) Aninterpreter desires that Hi§(1S) is consistent. Therefore, he tries to avoid
any contradiction when he finds one.
(b) An interpreter desires that Hi€(1S) becomes richer in the long run.
(c) Conservatism: The costs of interpretation revisions are high and therefore not
desirable if not necessary.
3. Holistic principle for the intended content:
NRL's interpretation is holistic, i.e. the total intended content is interpreted as a
whole. This results from the interpretation method of Skolem symbols (cf.
Definition 4).

By using the first group of principles, replacement of information can be defined by
at first applying deletion (1c) to old information and then applying addition (1b) to new
information. However, in TIS, replacement is rarely used. This is because the content
replacement with respect t€(1S) can also be achieved by order change. Order change
is preferable to replacement, becaulSeafter order change still contains information
that can be used in undoing this replacement(iSs).

The idea behind TIS is similar to the approach of epistemic entrenchment proposed
by Gardenfors (cf. [3] Cahp. 4). However, TIS is less formally characterized than AGM
model, so that more flexible treatment of problems becomes possible, while TIS has
less formal results than AGM model.

4 Dynamic Interpretations

4.1 Standard Interpretations
A standard interpretation of a discourse consists of the following two steps:

1. Constructing an interpretation structuf8};
2. ldentifying the intended content frol8 (IC(IS)) by using interpretation principles
in section 3.

In NRL, d, and indexed pronouns, suchlag, are used as Skolem symbols. In the
following description K,, describes the content of a given sentence@qndescribes a
possible context for interpretation. In general, there are multiple possible context inter-
pretations from which an appropriate one should be chosen.

Example 1.(Plural anaphora):
(1) Most farmers own a donkey. They are very cruel. They have a bad time.

Ki : {d; = FARMER, d; = sumyymadW[Uehumarfi, d3(U)&animal DONKEY, u
ownsds(u)], MoStumardz, d1)},
whereMosk(x,y) = 2 x cdr(X) > cde:(y) , i.e.more than halfof x arey.



Kz 1 {cthumadthey) > 1, they are very crugl
C2pn1 : {theyl = dy}.

C2pn2 . {theyl = dz}

Cor1 : {distributive,ymaf{U)[they, u is very cruel}.
Car2 : {collectiveymarf{U)[thew, u are very cruel].
Kz : {canima(they) > 1,they have a bad time
C3pnl : {the)é = dy}.

Cspre : {they, = da}.

Cspra - {they, = d3(d2)}.

Car1 : {distributiveynima(u)[theys, u has a bad time]
Car2 : {collectivgnima(u)[they, u have a bad timé]

ds;(d2) meanghe donkeys that at least one of the farmers ofstiom MA4 justifies
this use ofds(d,) . The following tables and diagram show how an interpretation struc-
ture grows during the process of interpretation. At firStjs determined. ThendC(IS)
is calculated according to interpretation principles in section 3:

1S1 :|({K1},0)

i |Sz Ky ~ Kz& Ky > C2pn2 > C2pn1&- Ky > C2r1 > C2r2

' 1S3 |Sz&(K2 ~ Kz

&Kz > Capng > Capni& Caprz > Capro& Kz > Car1 > Caro)

Ky
v > Copro|> Copnt
K>
t >Cy1|>Co2
¢ > C3pn1
L > C3pn3 > C3pn2
Ks

I1S3:

> Car1 | > Car2

Stage UC(ISy) :|Ky
IC(IS) :|Stage AC(ISy) :|IC(1S1) U (Ko U Coprp U Cor1)
Stage 3|C(|S3) . |C(|Sz) U (K3 U C3pn3 U C3r1)

Copnit is incompatible withKy U Kz U Coprp andCyrp is incompatible withKy U Ko U
Cxr1, so that they are omitted frodC(1S»). From the same reaso@gpni, Capre, and
Csr2 are excluded fromiC(IS3). The resulting interpretation of the discourse of (1) is
given byIC(I83), i.e., KUKy U C2pn2 UCy1 UKz U Cgpn?, UCsz:

{d1 = FARMER, d; = sunjymadU)[Uehumarf1, d3(U)&anima DONKEY,
u ownsds(u)], Moshymar{dz, d1)}

U{cdhumadthey) > 1,they are very cruglu {they = d}
u{distributive,ymadu)[they, u is very cruel}

U{cdanimal(they) > 1, they, have a bad timeu {they, = d3(d,)}
u{distributiveyhimal(u)[they, u has a bad timeé]



This interpretation corresponds to the following anaphora resolution:

Most farmers own a donkey. Thehe farmers who own a donkegre very
cruel. Theythe donkeys that at least one of the farmers dwave a bad time.

In TIS, not only the resulting interpretation but also interpretation structure is kept
and used as a context for the ongoing interpretation process. This is a fundamental
difference to systems proposed in [1], [11], and [12].

4.2 Revising Interpretation

Interpretation revision is carried out by restructurifg This can be achieved by chang-

ing the order of the oldS. After restructuring, the standard interpretation can be con-
tinued:

Step 1. RestructurintS.
Step 2. Identifying the intended content fraB.

Example 2.(Revision):
(2) John has never read Russian novels. But Bill likes them.

Ky : {d; = RussiafNOVEL), d; = John d3 = sumyoo(U)[Uepookds, di has
readu], cthoo(ds) = 0}.

Ky : {ds = Bill, cchymafthem) > 1,d, likesthem}.

Ca : {them = ds}.

Cg: {them = d;}.

|S]_:

Ky
1So:] 2
K2 > CA > CB

Judgement ofS,: K; UK, UCA has no model. Thus$S, has to be restructured.
Otherwise, anaphora resolution is impossible.

Ky
ISoR:| 2
K2 > CB > CA

The resulting interpretation of this discourse is giverkqyu K, U Cg.

Kamp proposed a two-stage theory for the interpretation of presuppositions; these
two stages consist of computation and judgment (cf. [4]). The process of revision de-
scribed above is compatible with this two-stage theory. In order to compare TIS with
DRT, we would like to consider examples (3a) and (3b).

Example 3a.
(3a) Walter has a rabbit. His rabbit is white.



DRT interprets this example as follows (cf. [4] p. 231):

({so, Wy, t, 8},
{n C 5, t = n,t C s Walter(w), rabbit(y), s : havdw, y), s : whitg(y)}).

In this DRS, sy and s are used as discourse referents for states. In TIS, the same
example is interpreted as follows, wheggepresents thepeech time

Ky : {dy = Walter,dreanimal RABBIT, 5o : havedy, db), ts Cp So}.
Ci1 : {dienumamalg HUMAN) }.
K> : {daganimal RABBIT, s; : havehis, ds), s, : whitg(ds), ts Cp S1,ts Cp S}
C, : {his; = dy,d3 = do}.
K]_ > C]_
ISTHI
K2 > Cz

|C(|Sl) =KiUCiUKyUCs.

The content ofC(IS;) is essentially identical with the previous DRS. Their main
difference lies in redundancy of TIS formulation. However, this redundancy is not nec-
essarily disadvantageous. To show this, let us consider the case that (3a) is continued as
follows:

Example 3b.
(3b) Walter has a rabbit. His rabbit is white. But Walter’s is not white. It is brown.

In this example, it is likely "His” refers to a person who is not Walter. In such a
case, it is quite diicult to accommodate the previous DRS to this change, because the
change requiread hocaddition of some discourse referents and corresponding changes
in conditions of the DRS. In TIS, the change is accommodated by slightly restructuring
IS and adding interpretation of new information, as follows:

K3 : {ds = Walter, s3 : haveds, ds), 84 : ~whitg(ds), ts Cp S3,ts Cp 4.
Cz:{ds =dp,ds = dy}.

Cor : this; # di}. (an alternative interpretation of anaphora)

Ky 1 {ss5 : brown(ity)}.

Cyifity =ds, 5 = ).

K]_ > C]_
2

Kz > C2R > C2
INYHIR:
K3 > C3
2

K4 > C4

|C(|Sz) =KiUCiUK;UCRUK3UC3UK,UCy.

This shows that accommodation I& to interpretation change of anaphora resolu-
tion is straightforwardCyg, which statesHis” does not refer to Walteris added tdS;
and is preferred to the previous anaphora resolution describ&€d.byhen,IC(1S;) is
calculated fromS, according to the interpretation principles proposed in section 3.



4.3 Interpretation of Metonymy

TIS can be applied to various problems, such as interpretation of metohgmy dis-
ambiguation of interpretation of expressions.

Example 4.(Presupposition and Metonymy):
(4) Plato is on the top shelf. It is bound in leather. He is a famous Greek philosopher.

MBy : {(d1)} , wherey(d;) describes the presupposition abthe shelf
Ky : {dp = Plato, di&fyriture SHELF,d; is on the top ofl, }.

K> : {it1 is bound in leather

Con: {it]_ = d]_}

Cog : {dy wroteds, d381hingBOOK, ity = d3}.

Kz : {herenymanf amougGreeKPHILOSOPHER)).

Cs: the = dy}.
MBg > Ky
¢
IS3: Ko > Cog|> Con
¢
K3 > C3

The resulting interpretation of this discourse is given by
MBo U K1 UKy UCyg UK3UCs.

In the case of interpretation of metonymy, flexibility of context interpretation plays an
essential role. The interpretation

IC(1Sy) := IC(IS1) U (Ko U Caa)

is rejected, because a shelf cannot be bound in leather and it has therefore no model.
This example also shows how to integrate presuppositions and contents of mutual be-
liefsintolS.

4.4 Disambiguation

From our last discussions, it must be obvious how to disambiguate the meaning of an
expression. Suppose predic&tdas two meanings, namefyy andFg.

Ky : {g(dy), F(dy)}, whereF := AX(Fa(X) V Fg(X)).
Ca : {Fa(dy)}, Cg : {Fa(d)}.

In this case, disambiguation can be achieved by the following restructurir®y of

K1>CA

Stage 1 > Cg

2 For interpretation of metonymy, see [9].



Stage 2K; UC, is impossible. Thus, according to interpretation principle (2b),
Cg should be preferred tG,, in order to makdC(IS) as rich as possible.

Stage 3Ky > Cg[> Ca

When the meaning df 5 is inappropriate, its order is diminished aRg becomes
preferred. As a resulEg is integrated inC(IS) (cf. Stage 3).

Generally, anaphoric resolution can be seen as a process of disambiguation (cf. [11],
[12]), if there are several interpretation possibilities of an anaphoric relation. Cancel-
lation of a disambiguation can be easily realized within TIS, while thisfigcdit for
Reyle’s approach, because his system removes information for alternative interpreta-
tions after disambiguation.

In some cases;ontext identificatioris meant bydisambiguation For example,
many problems ofemporal underspecificatiordiscussed in [12] can be interpreted
as problems otontext identificatiorn the sense of this paper. Let us consider the fol-
lowing example (cf. [12] p. 264):

Example 5.
(5a) John made a short trip to London. He visited the British Museum.
(5b) John made a short trip to London. He visited the Louvre.

The interpretation of (5a) within TIS is straightforward, because the standard strat-
egy for identification of temporal contexts yields a consistent result:

Ka : {d1 = John,d; = London,s;: make-a-short-trifds, d;), 5 < ts}.
Ka2 : {d3 = British Museumg, : visit(hey, d3), &; < tg}.

Ca1: they = dy}.

Cazz 1 {&1 Cp 1)

Ka
! >Cyu1

Kaz
> Ca22

1IS:

|C(|Sa2) = Ka1 U Kgp U Cgao1 U Copo.

The sentence (5b) seems unintelligible, if we interpret "He" as referring to John. In
interpretation of (5a), we assumed that John'’s visit of the British Museum took place
during his stay in London, but this kind of interpretation is impossible for (5b), because
the Louvre is located totally outside of London. Thus, we need to revise this line of
interpretation:

Kpz : {d4 = Louvre,e; : visit(he,, ds), & < tg}.
Cp21 - (hey = dy}.

Cho2 : {& Cp 1)

Chomr : {hey # dy).

Chor i {82 N 51 = 0}

Cuzs : {s1 < &}. (Note thatCpyg impliesCpoor.)



Ka1
v > Cpoar| > Cp21
ISpoa: |Kpo

> Cp22
> Cpoor

IC(ISp2a) = Ka1 U Kp2 U Cpo1r = Kag U Kpp U {hey # dy}.
(John made a short trip to Londohhe other pesromisited the Louvre.)

In (5b), we have no evidence for the temporal relation between John’s trip to Lon-
don and the visit of the Louvre by the other person. In TIS, this interpretation can be
expressed by making temporal interpretation ambiguous. TBys, implies the infor-
mationKp, > Cppo& Ky > Choor andIC(ISpa) does not contain any information on
temporal relation betweesy ands;.

It is also possible to interpret the person referred by "He” as John. In this case, his
visit of the Louvre must take place after his stay in London:

Ka1

1Seon: | ¢ > Cpo1|> Cratr
028" |

> Cpog| > Cpoo

IC(I1Sh28) = Kar U Kpz U Cpa1 U Cpog = Kag U Kpz U they = di} U {1 < ).
(John made a short trip to Londohhen Johrvisited the Louvre.)

5 Conclusions

TIS is a theory that combines NRL, a framework of dynamic semantics, with inter-
pretation revision. By using TIS, interpretation processes can be described in detail. In
this paper, | have sketched how to apply TIS to choice and revision of anaphoric ref-
erences, representation of presuppositions, and interpretation of metonymies. TIS can
also be applied to the distinction between the attributive and referential use of definite
descriptions (cf. [7]).
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